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Abstract—We simulate the Doppler spectra that can be obtained under experimental conditions from bistatic high-frequency oceanic radar. For this, we combine the bistatic second-order theory with the characteristics of the full radar system, such as antenna patterns, range attenuation, and postprocessing of the received signal. Because of the sharp variation of the bistatic geometry at short range, we show that it is crucial to take these effects into account for the correct interpretation of the first-order Bragg peaks. The second-order spectrum is more robust to the system characteristics but can under some conditions also suffer from its artifacts, especially in the vicinity of the secondary peaks. A comparison is made with experimental spectra acquired recently with a Wullen radar system on the Mediterranean coast. The Wave Watch III model is used to simulate directional wave height spectra after a preliminary validation with in situ buoy measurements. Experimental and simulated Doppler spectra agree generally well, except in the case where the directional wave spectrum has little energy in the line of sight of the radar.

Index Terms—Bistatic high-frequency surface wave radar (HFSWR), Doppler spectrum [power spectral density (PSD)], ocean wave spectrum, radar equation.

I. INTRODUCTION

TODAY, high-frequency surface wave radars (HFSWRs) are routinely used for the remote sensing of the ocean surface. As is well known, the analysis of the Doppler spectrum of the received signal allows the estimation of surface currents [1], [2] as well as wave spectra (e.g., [3]–[7]). HFSWRs have also proven to be potentially useful for target detection and tracking [8], [9]. Most of the HFSWR systems work with colocated transmitters and receivers. However, the monostatic mode raises practical issues such as the coastal space requirement to set up both the transmit and receive antenna arrays and the problem of mutual interference between antennas. These issues can be overcome by resorting to a bistatic radar system, where the emitter and receiver are sited at remote locations. In addition, the bistatic mode increases data product density and area of coverage for similar equipment. In this paper, we report on a bistatic HFSWR that has been recently installed on the coast of the Northwestern Mediterranean Sea. Although this dual system was primarily dedicated to surface current mapping using the MUSIC processing technique [10], it is also possible to investigate with it the bistatic Doppler signature of a radar cell at the sea surface using a beamforming (BF) technique.

Several experimental studies have been made in the bistatic mode, such as estimation of the directional wave spectrum from first-order echoes [11], measurement of surface current velocities [11], [12], vessel detection [13], and wind measurement [14]. Likewise, there have been a number of theoretical works on the subject [2], [15]–[17]. They essentially come to the conclusion that the characteristics of the Doppler spectra under different sea states are similar to the monostatic case with some quantitative differences of geometrical origin.

The main objective of this paper is to assess the dependence of the Doppler simulation on the given experimental configuration. Our main finding is that it is of primary importance to take into account the characteristics of the whole radar system for a relevant simulation of the Doppler ocean bistatic echo in view of the interpretation and inversion of experimental data.

The theory of high-frequency (HF) bistatic Doppler radar cross section (RCS) is reviewed in Section II and adapted to take into account the characteristics of the radar system. The effects of antenna gains, attenuation along the propagation paths, range processing, and time processing are combined into a single radar equation (Section III). A description of the reference datasets is provided in Section IV, and the effect of the corresponding experimental configuration on the simulated data is discussed in Section V. The comparison between theoretical predictions and experimental measurements is presented and discussed in Section VI.

II. BISTATIC THEORY

Following a small-height small-slope analysis, a bistatic model for the scattering of vertically polarized HF radiation from a well-conducting rough sea surface has been developed in [15], [16], and [18]–[20]. Assuming a pulsed dipole, their approach produces the Doppler spectrum [power spectral density (PSD)], $\sigma(\omega)$, of the bistatic cross section for a finite patch. Here, these results are used assuming an infinite patch (2) and (3), which is equivalent to the incident monochromatic plane wave hypothesis. The geometry and notations of the scattering problem are depicted in Fig. 1. A radar cell on the sea surface can be labeled by its bistatic geometry.
range $R$ and its receiving angle $\phi_r$. It is also convenient to use the bistatic angle $\phi_{bi}$. The iso-ranges are ellipses with unit normal vector $n$. The Doppler spectrum can be written as the sum of two contributions of leading and corrective order

$$\sigma = \sigma^{(1)} + \sigma^{(2)}. \quad (1)$$

The first term $\sigma^{(1)}$ is due to single-order Bragg scattering. It involves solely the so-called Bragg wave $K_B = K_B n$ (and counter-Bragg wave, $-K_B$), where $K_B = 4\pi / \lambda_{EM} \cos \phi_{bi}$ is the Bragg wave number and $\lambda_{EM}$ is the electromagnetic wavelength. It writes

$$\sigma^{(1)}(\omega) = 2\pi^2 K_B^4 \sum_{\epsilon = \pm 1} \Psi(\epsilon K_B) \delta(\omega + \epsilon \omega_B) \quad (2)$$

where $\omega_B = \sqrt{g K_B}$ is the Bragg pulsation, and $\Psi$ is the directional wavenumber spectrum of the elevations at the sea surface. The second term $\sigma^{(2)}$ includes under the same expression the second-order correction for both the electromagnetic and hydrodynamic processes. It can be written in a condensed form, as

$$\sigma^{(2)}(\omega) = 2\pi^2 K_B^4 \sum_{\epsilon_1, \epsilon_2 = \pm 1} \int |\Im(K, \epsilon_1, \epsilon_2)|^2 \Psi(\epsilon_1 K) \Psi(\epsilon_2 K) \delta(\omega + \epsilon_1 \sqrt{g K} + \epsilon_2 \sqrt{g K}) dK \quad (3)$$

where the wave vectors $K, K_2$ are linked by the Bragg condition

$$K + K_2 = K_B. \quad (4)$$

The expression of the kernel $\Im(K, \epsilon_1, \epsilon_2)$ is recalled in Appendix VII. It can be verified that the expressions (2) and (3) reduce to the monostatic formulation of [2] when $\phi_{bi} = 0$. The above expressions for the first- and second-order PSD involve sharp resonance frequencies in the Dirac functions. This implies two singular peaks at plus or minus the Bragg pulsation (2) and reduces the twofold integral (3) to a single integral. In practice, the Dirac functions have to be replaced by peaks of finite width and amplitude because of several combined physical (e.g., variation of orbital velocity) and post-processing effects (e.g., finite integration time at the receiver).

This means that the actual PSD is a smoothed version of the theoretical one

$$\tilde{\sigma}(\omega) = \int \sigma(\omega') F(\omega' - \omega) d\omega' \quad (5)$$

for some positive filter $F$. Correspondingly, the first-and-second-order cross sections for finite integration time are given by

$$\tilde{\sigma}^{(1)}(\omega) = 4\pi^2 K_B^4 \sum_{\epsilon = \pm 1} \Psi(\epsilon K_B) F(\omega - \epsilon \omega_B) \quad (6)$$

and

$$\tilde{\sigma}^{(2)}(\omega) = 4\pi^2 K_B^4 \sum_{\epsilon_1, \epsilon_2 = \pm 1} \int |\Im(K, \epsilon_1, \epsilon_2)|^2 \Psi(\epsilon_1 K) \Psi(\epsilon_2 K) dK. \quad (7)$$

A typical bistatic Doppler spectrum is illustrated in Fig. 2 for a mixed sea state (wind waves and swell) at the radar frequency 16 MHz and bistatic angle $\phi_B = 30^\circ$. The omnidirectional wind wave spectrum is a standard Pierson–Moskovitz spectrum [21] with a wind speed of 11 m/s at 19.5 m above the sea. This spectrum is combined with a classical spreading function ($s = 4$ and $\epsilon = 10^{-2}$, see the Appendix) in the cross-wind configuration ($\phi_w = -90^\circ$). A Gaussian swell spectrum has been superimposed on the wind wave spectrum in a cross-swell configuration (the dominant direction of wave propagation is $\phi = -90^\circ$). The dominant wavelength of the swell is 230 m. The dominant swell amplitude is 1 m. The integration time has been set to $T_i = 4$ min. The salient features of the Doppler spectrum are similar to those observed in the monostatic case. The first-order Bragg peaks (b) ($\omega = \pm \omega_B$) provide the leading contribution. There are secondary peaks such as the so-called second-order hydrodynamic peaks (h) at

$$\omega_{hyd} = \pm \sqrt{2} \omega_B \quad (8)$$
as well as the swell peaks (s). In addition to these peaks, there is a continuum arising from second-order contributions. The spectral peak of the omnidirectional wave spectrum appears as four local maxima (w) on both sides of each Bragg peak.

III. DOPPLER SPECTRUM UNDER EXPERIMENTAL CONDITIONS

The aforementioned analytical theory for first- and second-order bistatic radar return is devised in the ideal mathematical case of an incident monochromatic plane wave impinging on an infinite statistically homogeneous surface. To be more consistent with experimental measurements, some authors have considered realistic emitted wave forms such as a pulsed wave [15] or a frequency-modulated continuous wave (FMCW) [17] under the assumption of narrow beam and remote source and receiver. We employ here a different model, which allows us to simulate the average Doppler spectra for coarse beam resolution in the bistatic configuration at a short range. For this, we need to take the following effects into account.

1) For a given targeted cell, the entire illuminated area contributes to the received power. The contribution of a patch is given by the spatial resolution of the radar system.

2) The bistatic angle varies over the illuminated area.

3) In an FMCW radar, the range corresponds to a frequency shift in the received chirps. In order to reduce the effect of range sidelobes (Gibbs oscillations), each received chirp is multiplied by a weighting window prior to the Fourier transform [22]. It results in a smeared range resolution, which can be described by a spatial window $W$.

4) The time series corresponding to every discriminated range is coherently recorded and processed over a duration called the integration time ($T_i$). The PSD is obtained by averaging the periodogram over several integration times. Again, to avoid Gibbs oscillations, the signal is multiplied by a weighting window over the integration time. This results in spectral smearing [see (5) for the smoothed PSD].

From these considerations and the radar equation, we may write the experimental PSD at the output of the radar system as

$$\sigma_{\text{exp}}(\omega) = \int_{\text{sea}} G \sigma(\omega) dA.$$  \hspace{1cm} (9)

We will refer to $G$ as the “cell weighting function.” It is given by

$$G = P_e \frac{\lambda_{\text{EM}}^2}{(4\pi)^3} \frac{F_t G_t F_r G_r}{R_{tx}^2 R_{rx}^2} W$$  \hspace{1cm} (10)

where $P_e$ is the transmitted power. $R_{tx}$ and $R_{rx}$ are the distance from the patch to the transmitter and the receiver, respectively. The integration is in principle performed over an infinite surface, but the range processing window $W$ and the antenna gains $G_t, G_r$ limit the effective domain of integration. The terms $F_t, F_r$ are the surface wave attenuation factor over the transmit and receive paths, respectively. They account for losses due to the finite conductivity of sea water, earth’s curvature, sea surface roughness [23], and island shadowing (see [24] for an overview on ground wave propagation theory).

All the quantities involved in the integration implicitly depend on the bistatic range ($R$) and angle ($\phi$) as well as on the central coordinates ($R_c, \phi_c$) of the targeted cell. The surface element of integration $dA$ with respect to the coordinates ($R, \phi$) is given in the Appendix.

IV. REFERENCE DATASETS

We now describe the reference datasets that have been used to assess the capabilities of the aforementioned simulator. The experiment was conducted with two Wellen Radar (WERA) systems [22], [25] manufactured by Helzel Messtechnik GmbH, and the present data were acquired during a period of 3 weeks in December 2011. These radars are routinely operated at the Mediterranean Institute of Oceanography [26] for real-time sea surface current monitoring. They work at a carrier frequency $f_c = 16.150$ MHz with a sweep bandwidth $B = 50$ kHz. Both receive and transmit systems use very stable master oscillators synchronized with GPS signals. Synchronization methods have already been successfully implemented for years in metrology and communication systems [27], and later in radio oceanography applications [28], [29].

The TX station is installed on the coastal ridge Cap Sicié at 190 m altitude and about 450 m away from the shore (43.06° N and 5.86° E, see Fig. 3). The radiated power is about 20 W. Two vertical resonant electric monopoles (and their ground planes) are fed in an end-fire configuration with the main wide lobe directed towards the sea. The RX array has been installed 40.4 km away from the TX station at Cap Bénat. It has been mounted over the hill slope amid the typical Mediterranean forest at an altitude 165 m and about 400 m away from the shore (43.092° N and 6.357° E, see Fig. 3). Eight vertical electric monopoles and their ground planes form an almost perfect periodic linear array (0.45 $\lambda_{\text{EM}}$ spacing). To ensure phase stability and to avoid variable influence of the surroundings, the antennas have been slightly resistively loaded. The global directional phase response of the array has been measured using a CW radio beacon aboard a ship.
covering an area of about 270° around the station. Even though the extraction of the radial component of sea surface current is performed in real time at the wave station, the individual antenna signals are recorded and can be reprocessed on demand. A total of 183 Doppler spectra sampled every 3 h were selected. This sampling is the same as for the wave model described below (WW3 model). Each sample is computed by averaging 15 consecutive Doppler spectra. The integration time of each spectrum is 265 s corresponding to 1024 chirps with a pulse repetition period of 0.26 s.

The National Center for Archiving Swell (CANDHIS) [30] provides measurement of sea elevations from a wave rider. We used data from a buoy located in deep water behind Porquerolles Island relative to the receiver (42.9667° N and 6.2048° E, Fig. 3). This location is in the short range of the radar system. The French institute PREViMer [31] provided directional wave spectra 3.5 km southeast of the wave rider. The CANDHIS buoy is situated at bistatic coordinates \( R_c = 27 \text{ Km} \) and \( \phi_c = 120° \). All quantities have been normalized by their maximum.

The received periodic time series is usually multiplied by a Blackmann–Harris function. This process can be modeled by the convolution of the Doppler spectrum with the PSD of the function. To simplify the calculation in (5), the frequency filter \( F \) is assumed to be Gaussian instead of the PSD of the Blackmann–Harris function

\[
F(\omega) = \frac{1}{\sqrt{2\pi s}} \exp\left(-\frac{\omega^2}{2s^2}\right). \tag{11}
\]

The different terms involved in the radar equation (9) are plotted in Fig. 4 for this target cell. The terms are given as a function of azimuth at the range of the target cell. Superimposed is the angular variation of the cell weighting function (10) times the surface element, \( G \Delta A \). As seen, the azimuthal resolution of the radar system is very poor. This means that the variations of the local Bragg vector within the cell cannot be ignored and (6) and (7) based on a plane wave formalism no longer hold. Furthermore, strong sidelobes are visible around the direction \( \phi = -153° \). These weaknesses can limit the capability to estimate waves and currents from experimental Doppler spectra, as most of the inversion methods rely on these equations [6].

Fig. 6 compares simulated Doppler spectra with and without a cell weighting function at the same target cell \( R_t = 27 \text{ km} \) and \( \phi_t = 120° \). The strongest side lobe at \(-150°\) was eliminated using a basic rejector process with a BF technique. A Pierson–Moskovitz wave spectrum has been used \( (H_s = 1.7 \text{ m}) \) with no surface current and a relative wind
direction \( \phi_w \). The integration time is 4.43 min. The parameters of the spreading function are \( s = 4 \) and \( \epsilon = 10^{-2} \).

Doppler spectra have been normalized by the energy of the second-order spectrum.

A salient feature of real spectra is the broadening of the Bragg peaks with respect to the theoretical prediction. This can be explained by the diagram of Fig. 5, which shows that the Bragg frequency varies in the vicinity of the processed target cell. Therefore, the broadening of the peaks reflects the actual width of the main lobe of the radar system. It is an important issue raised by the bistatic configuration. The variation of the Bragg frequency inside the main azimuthal lobe can be much larger than the frequency shift due to the presence of usual surface currents (several tens of centimeters per second) and then hinders the estimation of the surface current. It is commonly observed in the monostatic case that the width of the Bragg peaks can exceed the width predicted by the finite integration time. This is usually attributed to various phenomena such as wave orbital velocities [38] and finite area and time illumination [39], [40]. These mechanisms still apply to the bistatic configuration.

Another feature is the existence of peak at \(-0.4\) Hz. This peak originates from scattering effect due to the secondary lobe located around \( \phi = -50^\circ \) and \( R = 26 \) km, where \( f_B \) is close to \(-0.4\) Hz. Here too, this interpretation is specific to the bistatic configuration for which the Bragg frequency cannot be considered constant as in the case of monostatic radar systems. The amplitude of the peak is smaller than the Bragg peak by only \(-20\) dB. This value is much greater than the gain ratio between secondary and main lobes \((-30\) dB\)). This difference \((10\) dB\)) is due to the change of geometry yielding stronger Bragg waves in the secondary lobe than in the main lobe. For particular sea state condition, the ratio between this peak and Bragg peak can be much larger. This analysis has been conducted in absence of surface currents. Currents can significantly modify the position of secondary peaks relative to the Bragg peaks.

Following our observations, the introduction of antenna gains in the calculation of the PSD modifies the theoretical first-order peaks both in position and amplitude. This can limit their use at short range (due to the strong variability of the Bragg frequency) for the estimation of surface currents based on the shift of the Bragg peaks and the estimation of wind wave direction based on the ratio of positive and negative Bragg peaks [41], [42]. In addition, the presence of secondary lobes can also mask the sharp swell peaks at short range. The cell weighting function has only a small effect on the second-order Doppler spectrum (see Fig. 6) except in the vicinity of the hydrodynamic and electromagnetic peaks (Section II) which are smoothed. Hence, the second-order spectrum is more robust to the effects of antenna gains and could be used for oceanographic purposes such as wave spectrum inversion.

VI. EXPERIMENTAL COMPARISON

A. Bragg Ratio

We begin with the analysis of the Doppler signal through the Bragg line ratio (BLR), which is the ratio of amplitude of the first-order peaks in the Doppler spectrum. According to (2), the Bragg peaks are generated by short waves \((f_B = 0.34 \) Hz at the selected radar cell) and the BLR reflects the directional properties of these waves. Since short waves are likely to be aligned with the wind, except in calm conditions, BLR can be considered as a proxy of the wind direction relative to the radar aiming direction as defined in Fig. 1 [41], [43]–[45]. Fig. 7 shows the BLR measurements versus the relative wind direction \( \phi_w \) (taken in absolute value) for wind speed larger than \( 6 \) m/s. The variation of the BLR with \( \phi_w \) is consistent with many previous HF and VHF observations in the monostatic mode [42], [46]. The values of the BLR are found to be close to \(-15\) dB in downwind and \(-5\) dB in cross-wind condition.

The experimental BLR have been compared with simulated values using WW3 spectra according to the bistatic theory...
with \((\sigma_{\text{exp}})\) and without \((\hat{\sigma})\) the cell weighting function. In the former case, large differences between experimental and theoretical BLR values are observed, e.g., of 30 dB in up/down wind condition. Such high differences can be significantly reduced (to 13 dB) but not suppressed when the cell weighting function is considered. Possible explanations for this discrepancy are spatial inhomogeneity of the wave spectrum over the radar coverage and the validity of WW3 wave spectrum, especially for short waves propagating in the upwind direction. A better agreement is found for relative wind directions in the angular sector 0–45°.

Note that the dependence of the BLR on the relative wind direction can been modeled using a classical spreading function (see Appendix VII). A cardioid model with \(s = 8.5\) and \(\epsilon = 0.027\) provides a satisfactory fit with the data.

### B. Doppler Spectrum

We now compare experimental Doppler spectra and simulations using WW3 model. The 183 spectra defined in Section IV were analyzed. We have observed that omnidirectional WW3 spectra can noticeably differ from the CANDHIS buoy spectra. The difference between in situ and modeled wave estimation is mainly due to the grid of resolution of WW3, which is probably too large a coastal area to accurately match the measurements at a specified location. We therefore decided to select the dates at which WW3 and experimental spectra agree best. This agreement was evaluated according to four distinct criteria: 1) wind speed at Porquerolles station larger than 6 m/s; 2) relative difference of significant height \((H_s)\) smaller than 20%; 3) difference in peak frequency \((F_p)\) smaller than 20%; and 4) difference in BLR between radar data and simulation using WW3 wave spectrum smaller than 4 dB. Criterion 1 eliminates weak sea states for which second-order Doppler spectrum is in general badly detected. Criteria 2 and 3 check the correctness of the large waves components in the omnidirectional spectrum. Criterion 4 ensures the proper directionality of the model spectrum at the Bragg waves. This criterion leads to a wind direction lying in the 0–45° sector (see Section VII). After selection according to these criteria, we obtained 15 cases as detailed in Table I.

For the 15 selected cases, the omnidirectional WW3 and in situ spectra are in good agreement for short waves (i.e., smaller than the peak wave). An example is shown on Fig. 8 on date 16:06. The WW3 directional wave spectra are typical of a wind wave system propagating in the direction of the wind (Fig. 9). An analysis (not detailed here) of the relationship between \(H_s, F_p,\) and wind speed shows that the fetches are relatively large \((\geq 60 \text{ km})\).

Figs. 10–13 show the Doppler spectra for four generic cases. Again, a comparison is given between theoretical spectra (thin solid lines), simulated spectra in experimental conditions (dashed lines), and experimental measurement.

### Table I

<table>
<thead>
<tr>
<th>Date</th>
<th>W (m/s)</th>
<th>(\phi_w) (°)</th>
<th>(H_s) (m)</th>
<th>(F_p) (Hz)</th>
<th>BLR (dB)</th>
<th>(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:12</td>
<td>11.1</td>
<td>−57</td>
<td>1.3(1.2)</td>
<td>0.20(0.23)</td>
<td>−12.4(−13.6)</td>
<td>0.11</td>
</tr>
<tr>
<td>14:18</td>
<td>9.2</td>
<td>−45</td>
<td>1.9(1.8)</td>
<td>0.12(0.12)</td>
<td>−3.1(−6.6)</td>
<td>0.16</td>
</tr>
<tr>
<td>16:06</td>
<td>12.4</td>
<td>−103</td>
<td>2.3(2.3)</td>
<td>0.13(0.14)</td>
<td>11.7(11.8)</td>
<td>0.19</td>
</tr>
<tr>
<td>16:09</td>
<td>12.9</td>
<td>−102</td>
<td>3.0(3.1)</td>
<td>0.11(0.12)</td>
<td>10.7(13.1)</td>
<td>0.25</td>
</tr>
<tr>
<td>16:12</td>
<td>12.1</td>
<td>−105</td>
<td>3.9(3.5)</td>
<td>0.11(0.11)</td>
<td>11.8(12.8)</td>
<td>0.33</td>
</tr>
<tr>
<td>16:15</td>
<td>13.9</td>
<td>−92</td>
<td>4.0(3.9)</td>
<td>0.11(0.11)</td>
<td>9.4(10.2)</td>
<td>0.34</td>
</tr>
<tr>
<td>16:18</td>
<td>16.3</td>
<td>−46</td>
<td>4.3(4.3)</td>
<td>0.10(0.10)</td>
<td>−2.9(−4.5)</td>
<td>0.36</td>
</tr>
<tr>
<td>16:21</td>
<td>16.7</td>
<td>−52</td>
<td>4.4(4.2)</td>
<td>0.10(0.10)</td>
<td>−12.4(−13.4)</td>
<td>0.37</td>
</tr>
<tr>
<td>17:03</td>
<td>15.5</td>
<td>−43</td>
<td>3.3(4.0)</td>
<td>0.11(0.11)</td>
<td>−13.3(−16.1)</td>
<td>0.28</td>
</tr>
<tr>
<td>17:09</td>
<td>10.7</td>
<td>−40</td>
<td>2.6(2.8)</td>
<td>0.11(0.11)</td>
<td>−11.6(−15.1)</td>
<td>0.22</td>
</tr>
<tr>
<td>17:12</td>
<td>11.9</td>
<td>−43</td>
<td>2.4(2.7)</td>
<td>0.11(0.12)</td>
<td>−14.8(−17.4)</td>
<td>0.20</td>
</tr>
<tr>
<td>17:15</td>
<td>14.1</td>
<td>−46</td>
<td>2.4(2.7)</td>
<td>0.11(0.12)</td>
<td>−15.9(−19.2)</td>
<td>0.21</td>
</tr>
<tr>
<td>20:12</td>
<td>11.5</td>
<td>−54</td>
<td>1.9(1.9)</td>
<td>0.15(0.14)</td>
<td>−9.4(−13.3)</td>
<td>0.16</td>
</tr>
<tr>
<td>20:15</td>
<td>11.8</td>
<td>−42</td>
<td>2.1(2.2)</td>
<td>0.15(0.13)</td>
<td>−13.0(−14.5)</td>
<td>0.18</td>
</tr>
<tr>
<td>24:00</td>
<td>8.8</td>
<td>−59</td>
<td>1.0(0.9)</td>
<td>0.21(0.25)</td>
<td>−9.8(−8.8)</td>
<td>0.09</td>
</tr>
</tbody>
</table>
Fig. 9. Directional WW3 spectrum (in dB) for date 16:06 (Table I). Black arrow indicates the Bragg vector at $R_c = 27\text{Km}$ and $\phi_c = 120^\circ$. Green arrow indicates the peak wave direction. Write arrows indicates the WW3 forcing wind direction ($\phi_w = 99^\circ$).

Fig. 10. Comparison of simulated and measured Doppler spectra on date 16:21.

Fig. 11. Comparison of simulated and measured Doppler spectra on date 16:06.

Fig. 12. Comparison of simulated and measured Doppler spectra on date 16:15.

The largest differences between modeled and experimental Doppler spectra are observed at the dates 12:12, 16:21, 17:03 (Fig. 10), 17:09, 17:12, 17:15, 20:12, 20:15, and 24:00. They correspond to the highest negative BLR values and will be referred to as the down cross wave (DCW) cases. For these cases, the BLR values are strongly affected by the cell weighting function. Since the latter is not always well characterized (attenuation factor, island shadowing effects, etc.), this suggests that the criterion 4 based on BLR can fail for the DCW cases. A closer investigation of these cases shows that the characteristics of the radar system as modeled by the cell weighting function $G$ have an important impact on the Doppler spectrum whenever the directional wave spectrum is weak in the upwind direction as is the case here with WW3 model. As a result, only the negative Doppler frequency part of the spectrum should be relevant for wave inversion purpose. Such an issue is not encountered in the other configurations. Save for these differences, a good agreement has been generally found between experimental and simulated Doppler spectra. The radar system characteristics have little influence on the second-order spectrum except at the secondary peaks (swell and hydrodynamic peaks), which are smoothed. A broadening of the first-order peaks is observed (e.g., Fig. 11) and has already been explained by the effects of antenna gain in Section V. The appearance of a physically nonexpected secondary peak in the vicinity of the Bragg peak (e.g., at $f_d = -0.4 \text{Hz}$ in Figs. 11 and 12) has also been explained in this section. Note that this undesirable peak is awkward when it comes to the estimation of the swell peaks because they occur in the same range of Doppler frequency.

According to the results of the bistatic RCS model presented in Section II, the spectral peak of the omnidirectional wave spectrum appears as four local maxima on both sides of each Bragg line with a relative position almost equal to $F_p$. This phenomenon is well known in the monostatic configuration. It was theoretically predicted in [48] and has been often reported in experiments [49]–[51]. These spectral maxima are generally
well identified in our Doppler spectra (e.g., Fig. 11) and behave as expected, i.e., they move closer to the Bragg lines as $F_p$ decreases. This is observed in Figs. 11–13 corresponding to $F_p = 0.13$, 0.11, and 0.10 Hz, respectively. At low $F_p$, i.e., for high sea states (Fig. 12), the maxima, due to the dominant waves tend to merge into the first-order peaks. In these cases, the second-order Doppler spectrum can be difficult to use for wave inversion purposes. It should be noted that the overall asymmetry of Doppler spectra in Figs. 11–13 reflects the change of wind from up-cross to down-cross direction (I). We also note the influence of surface currents that shifts both first- and second-order Doppler spectra (e.g., Fig. 10).

In the regions $|f_d| > f_B$, the maxima, due to the dominant waves, can be difficult to discriminate from the hydrodynamic peaks at $\pm \sqrt{2} f_B$ because of the smoothing effect of the system gains (e.g., Fig. 11 in the vicinity of $\sqrt{2} f_B$).

An important parameter governing the validity of the second-order bistatic RCS is the roughness parameter $m = k_0 H_s / 4$. In principle, it must be less than 1 for the applicability of the perturbation method on which (1) relies. Evidence of departures from the theory were found for $m = 0.4$ [52]. Our $m$ values are less than this limiting value, and we actually observed good agreements between experimental and simulated Doppler spectra, whereas they can differ in severe storm condition [53] or in shallow waters [54].

C. Effect of Islands

We have assessed the relevance and limitations of a bistatic simulator in a specific experimental configuration in the coastal area of Toulon. One important point is the presence of islands in the short-range field of view of the radar, namely, Porquerolles island and the Giens Peninsula (see the map in Fig. 3). We could not precisely evaluate the attenuation due to these islands and simply ignored the masked directions. However, the presence of these islands is probably a favorable factor for the interpretation of Doppler spectra, as it can block undesirable side lobes of the emitting antenna pattern when the main lobe is aimed at some other unmasked direction (this is the case for the chosen grid point of the WW3 model, see Fig. 3). Hence, islands can be used as natural side lobe rejectors and therefore improve the performance of the bistatic system in neighboring areas.

VII. Conclusion

In this paper we developed a bistatic HF Doppler spectrum simulator based on the second-order theory in [16] and including the characteristics of the radar, such as antenna gains and propagation effects. We have run this simulator in the configuration of a WERA system recently used over the Mediterranean coast. Using the spectral model WW3 validated by in situ buoy measurements, we were able to compare the simulated and experimental Doppler spectra.

We found that the effects of the radar system are significant for the first-order peaks. In bistatic configuration, experimental artifacts, such as antenna side lobes, can smear the first-order echo over a frequency interval corresponding to the Bragg frequency variation in azimuth and range. The first-order Bragg peaks are broadened, not only by the finite integration time, but also by undesirable echoes originating from nontargeted cells. Moreover, the actual gains can modify the BLR ratio in such a way that BLR values no longer reflect the Bragg wave properties. This holds particularly true when the wave spectrum presents little energy in the up-/down-wind sector. In addition, for high sea states, the broadening of Bragg peaks can mask the second-order signature long waves.

The second-order Doppler spectrum is less affected by system gains except possibly at second-order peaks. The swell peaks can be masked by the wind-driven Doppler spectrum. The hydrological peaks are smoothed. We analyzed the simulations for which the modeled directional wave spectra were most realistic. These simulations accurately reproduced the experimental data, indicating that the bistatic theory is relevant and could be used for the purpose of wave spectrum inversion.

Appendix A

Bistatic Kernels

The expression of the kernel in (3) is

$$\mathbb{E}(K, \epsilon_1, \epsilon_2) = \Gamma_e(K) + \Gamma_h(K, \epsilon_1, \epsilon_2).$$

(A1)

$\Gamma_e$ and $\Gamma_h$ are the hydrodynamic and electromagnetic coupling coefficients, respectively. The electromagnetic coupling coefficients used here are

$$\Gamma_e = \frac{(K, u_1)(K_2, (K - k_0 u_1))}{2k_0 \cos^2(\phi_i) \left(\sqrt{|K| - 2k_0 u_1} + ik_0 \Delta\right)}$$

(A2)

with $u_1$ the unit vector from the transmitter to the radar cell (see Fig. 1). $\Delta$ is the normalized surface impedance given by [24]

$$\frac{1}{\sqrt{1 - \frac{1}{N^2}}}$$

(A3)

where $N$ is the refractive index of the surface

$$N = \sqrt{\epsilon_r + i \frac{\sigma_r}{\epsilon_0 \omega_0}}$$

(A4)

$\epsilon_r$ is the relative permittivity and $\sigma_r$ the conductivity of sea, and $\omega_0$ is the radar pulsation. The expression (A2) differs from its counterpart appearing in [16] by the presence of
a term involving $ik_{0}A$. This “correction” appears for the monostatic coefficient in [3], [17], and [55] and is justified by the finite conductivity of the sea. In the bistatic case, we have introduced this term in a heuristic way to avoid nonintegrable singularities. A rigorous derivation of this result, which remains to be established, would take us too far from the main objectives of this paper.

The deep water expression of the hydrodynamic coupling coefficients is used in this paper (see [17] and [56]). A general expression can be found in [57].

**APPENDIX B**

**Calculation of the Cell Surface Element**

In a frame of reference centered at the receiver with polar coordinates $R_{rx}$ and $\phi$ (the receiver azimuthal angle and $R_{rx}$ the distance from the receiver to the cell, see Fig. 9), the differential $dA$ is given by

$$dA = R_{rx}(R, \phi) dR_{rx} d\phi. \tag{B1}$$

In these coordinates, $R_{rx}$ is given by

$$R_{rx}(R, \phi) = \frac{R(1 - e^{2})}{1 + e \cos(\phi)} \tag{B2}$$

where $e = f/R$ is the ellipse eccentricity and $f$ is the half-distance between the two foci (see Fig. 1). It follows that $dA$ can be written as

$$dA = R_{rx}(R, \phi) \left| \frac{\partial R_{rx}}{\partial R} \right| dR d\phi \tag{B3}$$

with

$$\frac{\partial R_{rx}}{\partial R} = \frac{R^{2} + 2Rf \cos(\phi) + f^{2}}{(a + f \cos(\phi))^{2}}. \tag{B4}$$

**APPENDIX C**

**Model of Directional Sea Height Spectrum**

The directional spectrum is given by the product of the unidirectional spectrum and the spreading function

$$S(K) = S_{n}(K) D(\phi). \tag{C1}$$

In this paper, we used as $S_{n}(K)$ the semiempirical model given in [21] for a saturated sea (infinite fetch). It depends on $U_{19.5}$, which is the wind speed at 19.5 m above sea.

A commonly used model of spreading function $D(\phi)$ was proposed by [58], which is

$$D(\phi) = \frac{\epsilon + (1 - \epsilon) \cos\left(\frac{\phi}{2}\right)}{N(s, \epsilon)} \tag{C2}$$

where $\phi$ is the angular direction relative to the wind direction, and $N(s, \epsilon)$ is a normalization factor such that $\int_{0}^{2\pi} D(\phi) d\phi = 1$. The parameter $s$ characterizes the width of the angular distribution, while $\epsilon$ was first introduced by [59] to fit HF radar measurements. Physically, $\epsilon$ represents the fraction of energy that propagates against the wind direction.

Models for $s$ can be found in the literature [60], [61] under the assumption of unimodal wave propagation. However, unimodality is not always valid and many studies support bimodality, especially at the early stage of wave development (e.g., [62], [63]). In order not to deviate too far from the main objective of the paper, we chose to use the simple cardioid model with constant $s$ and $\epsilon$ values. These parameters were fitted with the experimental data in the mean-square sense using the BLRs and found to be $s = 8.5$ and $\epsilon = 0.027 (-15.7 \text{ dB})$, respectively. The value of $s$ is consistent with the classical models described above, e.g., $s = 8.5$ corresponds to a Bragg to peak frequency ratio $f_B/f_p = 1.7$ in Mitsuyasu’s model for a fully developed sea and also to the estimations given in [42]. Recently, the sech$^2$ functional form was proposed to replace the cardioid model to fit HF/VHF radar measurement [42], [45]. We did not, however, use this model, which we found less performing in our context.
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