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Abstract

We investigate some temporal properties of the microwave backscattered field from the sea surface at low incidence, namely the decorrelation time and the Doppler shift distribution. These quantities may have an important impact on the performances of altimeter and SAR systems in Ku and Ka band and must be evaluated accurately. In the framework of classical analytical scattering models and for realistic sea spectra, we obtain a simple expression for the decorrelation time with respect to the main sea state parameters and the scattering geometry. We further propose an original approach based on a time-domain estimator to evaluate the distribution of instantaneous Doppler shifts and the Doppler centroid. The evolution of the latter with sea state and scattering angles is calculated and discussed. A procedure is proposed to recover the full two-sided Doppler spectrum. We discuss the use of the Doppler shift in view of geophysical parameters retrieval at low incidence. We find that the surface wind vector can in principle be well estimated from the azimuthal variation of the Doppler shift while the signature of the surface current is not sufficient to allow for its estimation.
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I. Introduction

In the last years there has been a significant improvement of the capabilities of current or forthcoming altimeter missions in terms of resolution and accuracy. Some of these improvements consist in the replacement of the usual centimeter radar wavelength (C and Ku band) with millimeter wavelength (Ka band). In conventional altimeter such as AltiKa mission, the use of the Ka band allows to work at higher Pulse Repetition Frequencies (PRF) due to the faster decorrelation of the backscattered signal and therefore to reach an average waveform within a smaller amount of time with a correct speckle noise amplitude. In wide-swath altimetry based on SAR interferometry such as in the SWOT mission concept, Doppler information due to the satellite motion is used to enhance the along track resolution as it is done in SAR imaging. However, this useful Doppler quantity is affected by a Doppler anomaly due to the motion of waves. The impact of this Doppler anomaly becomes crucial to estimate, as it can impact the SAR ground cells estimated location and azimuthal resolution and hence the final geophysical surface estimates. In this respect, the dynamical aspects of the near-nadir backscattered field become crucial and their impact must be carefully quantified.

There has been a certain number of studies devoted to the analysis of the Doppler signal of the microwave radar echo in the framework of analytic (e.g. [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11]) and rigorous numerical scattering models (e.g. [12], [13], [14], [15], [16], [17], [18]). As was shown in some of these works at large and grazing incidence, a relevant description of the different mechanisms at the origin of the Doppler spectrum requires a (at least weakly) nonlinear description of water waves combined with advanced scattering models which can take into account complex effects related to polarization, multiple scattering or shadowing. At low incidence, however, the situation is much simpler since the Physical Optics is the reference scattering model while nonlinear interactions at the surface can be neglected in the first place. This opens the way to a complete, analytic description of the Doppler spectrum in view of further comparisons with experimental data.

In this paper we propose a study of the correlation time as well as the Doppler shift of the backscattered
signal induced by wave motion at low incidence. We obtain a simple expression of the decorrelation time with respect to the main oceanic parameters. We further discuss the wave-induced Doppler shift and propose an original approach to calculate the Doppler centroid and the full two-sided Doppler spectrum, based on the distribution of the instantaneous Doppler shift.

II. TIME-EVOLVING LINEAR WATER SURFACE

We assume that the elevation of the sea surface about its mean plane is described by a function \( z = \eta(r, t) \) of the horizontal coordinate \( r = (x, y) \). We adopt the classical linear picture in which the time-evolving sea surface can be written as a continuous summation of independent harmonics:

\[
\eta(r, t) = \text{Re} \left\{ \int_{\mathbb{R}^2} a(k) e^{i(k \cdot r - \omega_k t)} \, dk \right\}
\]

(1)

where \( a(k) \) is the random complex amplitude of the wave associated to the wavenumber \( k \), \( \omega_k = \sqrt{g \|k\| + \gamma_0 \|k\|^3} \) is the gravity-capillarity wave dispersion relationship with \( g = 9.81 \text{ m.s}^{-2} \) the gravitational constant and \( \gamma_0 = 7.29 \times 10^{-5} \text{ m}^3\text{s}^{-2} \) the surface tension coefficient of seawater (estimated from [19] with a sea surface temperature of 10°C and a salinity of 35 PSU). The spatio-temporal surface correlation function \( \rho(r, t) = \langle \eta(r, t)\eta(0, 0) \rangle \), where \( \langle \cdot \rangle \) represents the ensemble average) can be written as:

\[
\rho(r, t) = \text{Re} \left\{ \int_{\mathbb{R}^2} \Psi(k) e^{i(k \cdot r - \omega_k t)} \, dk \right\}
\]

(2)

where \( \Psi(k) = \frac{1}{2} \langle |a(k)|^2 \rangle \) is the directional wave number spectrum. The latter is usually written in polar coordinates \((k, \phi_k)\) as:

\[
\Psi(k) = \frac{\Psi_0(k)}{k} F(k, \phi_k)
\]

(3)

where \( \Psi_0(k) \) is the omnidirectional spectrum and \( F(k, \phi_k) \) is the spreading function describing the azimuthal variation of wave energy with respect to the wind direction. The directional spectrum is in general not centro-symmetric (i.e. \( \Psi(-k) \neq \Psi(k) \)) as wave propagating along or against the main wind direction do not have the same energy. However, the spatial variations of a frozen surface at a given time,
say \( t = 0 \), are described by a “true” power spectrum which is the symmetrized version of the directional spectrum, \( \Psi_s(k) = \frac{1}{2}(\Psi(k) + \Psi(-k)) \). The symmetrized spectrum \( \Psi_s \) is relevant for the evaluation of the Normalized Radar Cross Section (NRCS) using the classical backscattering model. A popular model is the Elfouhaily et al. unified spectrum [20] whose spreading function is described by a simple biharmonic function:

\[
F(k, \phi_k) = \frac{1}{2\pi} \{1 + \Delta(k) \cos[2(\phi_k - \phi_w)]\} ,
\]

(4)

where \( 0 < \Delta(k) < 1 \) is a contrast function ensuring a correct ratio of upwind/crosswind slopes and \( \phi_w \) is the direction of the wind vector with respect to the \( x \)-axis. However, such directional spectra which do not distinguish the upwind and downwind directions are insufficient to describe the dynamics of wave. Asymmetric spreading functions have first been proposed by Longuet-Higgins [21] and later on refined by Plant [22] in order to preserve the ratio of upwind/crosswind slopes:

\[
F(k, \phi_k) = \frac{\left[ \cos \left( \frac{\phi_k - \phi_w}{2} \right) \right]^{2\gamma(k)}}{\int_{-\pi}^{\pi} \left[ \cos \left( \frac{\phi_k - \phi_w}{2} \right) \right]^{2\gamma(k)} d\phi_k}
\]

(5)

where

\[
\gamma(k) = -\ln \left( \frac{1 - \Delta(k)}{1 + \Delta(k)} \right) / \ln 2
\]

(6)

Along this paper we will adopt this formulation of the spreading function together with the omnidirectional expression of the Elfouhaily et al. spectrum in the numerical experiments.

III. TEMPORAL FIELD CORRELATION

A. Physical Optics formalism

As it is customary we assimilate the incident field on the sea surface as a monochromatic plane wave with wave vector \( \mathbf{K}_0 \) and wave number \( K_0 \). The temporal signal recorded on the receiver is proportional to the complex scattering amplitude \( S(t) \) of the backscattered field (see e.g. [23]). The backscattered amplitude in the Physical Optics (PO) approximation, also known as the Kirchhoff Approximation [24],
Fig. 1: Comparison of Elfouhaily 1997 and Plant 2002 spreading functions for $\Delta(k) = 0.5 \leftrightarrow s(k) = 1.59$. In this example, the wind is oriented at $30^\circ$ from the origin.

Fig. 2: Schematic view of the scattering geometry.

is given by:

$$S(t) = \frac{1}{(2\pi)^2 Q_z} \int e^{-iQ_H \cdot r} e^{iQ_z \eta(r,t)} d\mathbf{r}$$  \hspace{1cm} (7)$$

where we have introduced the so-called Ewald vector $\mathbf{Q} = -2\mathbf{K}_0$ with its horizontal projection $Q_H$ and vertical projection $Q_z$ and $\mathbf{K} = Q^2 \mathcal{R} / 2$ is a geometric kernel where $\mathcal{R}$ stands for the complex Fresnel reflection coefficient at normal incidence for sea water. Figure 2 depicts the geometry of the problem. The
Cartesian system \((x, y, z)\) is a fixed reference frame. The incidence \((\theta)\) and azimuth \((\phi)\) scattering angles are taken with respect to the \(z\)-axis and \(x\)-axis, respectively. The azimuthal wind direction is denoted \(\phi_w\).

In this configuration, the classical observation directions, upwind, crosswind and downwind are obtained for the azimuthal angles \(\phi = \phi_w \pm \pi\), \(\phi = \phi_w \pm \pi/2\) and \(\phi = \phi_w\), respectively. The dependence of the viewing angles in the expression (7) is implicit. Under the assumption of a Gaussian random process for the sea surface, the resulting field correlation function is given by:

\[
C_{PO}(t) = \lim_{A \to \infty} \frac{4\pi}{A} \left( \langle S(t)S^*(0) \rangle - |\langle S(0) \rangle|^2 \right) = \frac{1}{\pi} \left| K \right|^2 \int_{\mathbb{R}^2} e^{-iQH\cdot r} \left[ e^{-Q^2z(\rho_0 - \rho(r,t))} - e^{-Q^2z\rho_0} \right] d\mathbf{r},
\]

(8)

where \(\rho_0\) denotes the surface correlation at the origin (in time and space). Note that the field correlation at the origin, \(C_{PO}(0)\), reduces to the well-known expression of the Normalized Radar Cross Section (NRCS) in the Kirchhoff approximation, \(\sigma_{PO}^0\). However, the numerical evaluation of this correlation is in general more difficult than the ordinary NRCS and deserves a specific numerical procedure using polar coordinates and azimuthal Fourier series expansion.

**B. Geometrical Optics formalism**

A well-known approximation of the PO, valid in the limit of short radar wavelength, is the Geometrical Optics (GO) approximation. Simple algebra using a spatio-temporal second-order Taylor expansion of the real exponential factor in the integrand (8) leads to the following expression for the field correlation function in the GO approximation:

\[
C_{GO}(t) = \sigma_{GO}^0 \times T_{GO}(t) \times M_{GO}(t)
\]

(9)

Here \(\sigma_{GO}^0\) is the classical expression of the NRCS in the GO approximation,

\[
\sigma_{GO}^0 = \frac{|R|^2}{2\Sigma \cos^4 \theta} \exp \left( -\frac{\tan^2 \theta}{2\Sigma^2} \left( s_{yy}^2 \cos^2 \phi - 2s_{xy}^2 \sin \phi \cos \phi + s_{xx}^2 \sin^2 \phi \right) \right)
\]

(10)
with the directional mean square slopes (the derivatives are taken at the origin):

\[
s_{xx}^2 = -\frac{\partial^2 \rho}{\partial x^2}, \quad s_{yy}^2 = -\frac{\partial^2 \rho}{\partial y^2}, \quad s_{xy}^2 = -\frac{\partial^2 \rho}{\partial x \partial y}
\]  

(11)

and

\[
\Sigma^2 = s_{xx}^2 s_{yy}^2 - s_{xy}^4,
\]

(12)

The second term \( T_{GO} \) is a Gaussian damping function,

\[
T_{GO}(t) = \exp\left(-2K_0^2U^2 \cos^2 \theta \ t^2\right)
\]

(13)

with

\[
U^2 = s_{tt}^2 - \frac{s_{yy}^2 s_{xt}^4 - 2s_{xy}^2 s_{xt}^2 s_{yt}^2 + s_{xx}^2 s_{yt}^4}{\Sigma^2}
\]

(14)

and

\[
s_{tt}^2 = -\frac{\partial^2 \rho}{\partial t^2}, \quad s_{xt}^2 = \frac{\partial^2 \rho}{\partial x \partial t}, \quad s_{yt}^2 = \frac{\partial^2 \rho}{\partial y \partial t}
\]

(15)

The second-order time derivative \( s_{tt}^2 \) can be interpreted as the variance of the vertical orbital velocity of waves. The spatio-temporal cross-derivatives \( s_{xt}^2 \) and \( s_{yt}^2 \) have no such simple interpretation. The third term in (9) is a complex azimuthal modulation function:

\[
M_{GO}(t) = \exp\left(-\frac{2K_0 t}{\Sigma^2} \sin \theta \times \left[(s_{yy}^2 s_{xt}^2 - s_{xy}^2 s_{yt}^2) \cos \phi + (s_{xx}^2 s_{yt}^2 - s_{xy}^2 s_{xt}^2) \sin \phi\right]\right)
\]

(16)

Note that the expression of the temporal correlation in the GO framework depends solely of the spatio-temporal second-order derivatives of the surface correlation function at the origin. These coefficients can be easily obtained using the corresponding moments of the power spectrum.

C. Correlation time

The correlation time \( \tau_c \) of the backscattered field is typically defined by:

\[
|C(\tau_c)| = a \ C(0)
\]

(17)
for some threshold $0 < a < 1$. This quantity must be evaluated numerically in the PO formalism but can be estimated analytically in the GO formalism, with $T_{GO}(\tau_c) = a$, yielding:

$$\tau_c = \frac{\sqrt{-\ln(a)/2}}{K_0|\cos \theta|U} \quad (18)$$

Note that the correlation time does not depend on the azimuth angle in the GO formalism, which is confirmed by calculating numerically this correlation time with the PO formalism. Moreover, we found numerically that the correlation times calculated from the PO formalism and from the GO formalism are very close in Ku and Ka bands, even through the corresponding NRCS can be significantly different (that is, the GO formalism is not valid to evaluate the NRCS at low incidence but useful to evaluate the correlation time). At an incidence angle of $\theta = 20^\circ$, which is in the limit of validity of the models, we found an absolute difference smaller than 0.1 ms between the PO and GO correlation time.

The simple analytic expression (18) of the correlation time shows that the field decorrelation is mainly due to the motion of the wave field in the line-of-sight of the radar through the vertical orbital wave velocity ($s^2_{tt}$), which is numerically found to be the dominant term in (14), that is $U \simeq s_{tt}$. This quantity is related to the first moment of the wave spectrum and is mainly contributed to by long waves:

$$s^2_{tt} = \int_0^\infty \omega^2 k^2 \Psi_0(k) dk \simeq g \int_0^\infty k k^2 \Psi_0(k) dk \quad (19)$$

For wind waves spectra in the gravity range, $\Psi_0(k) \sim k^{-3}$ and $s^2_{tt} \simeq g k_p H^2_s / 8$, where $k_p$ is the peak wave number. Hence, the correlation time can be simply expressed in terms of the main oceanic parameters $k_p$ and $H_s$:

$$\tau_c \simeq \frac{2\sqrt{-\ln(a)}}{K_0|\cos \theta|\sqrt{gk_pH_s}} \quad (20)$$

In case of a mixed sea composed of a swell (with wave number $k_{swell}$ and significant wave height $H_{swell}$) and a wind sea (with peak wavenumber $k_p$ and significant wave height $H_{wind}$, the above formula can be easily adapted with $s^2_{tt} \simeq g k_p H^2_{wind} / 8 + g k_{swell} H^2_{swell} / 16$.

Figure 3 shows a comparison of the correlation time $\tau_c$ in Ku- (15GHz) and Ka-band (36 GHz) at Nadir as a function of wind speed at 10 m above the sea surface, with a decorrelation threshold set
Fig. 3: Correlation time $\tau_c$ in Ka-band ($f_0$=36 GHz) (red lines) and Ku-band ($f_0$=15 GHz) (black lines) at Nadir as a function of wind speed at 10 m for the decorrelation threshold $a = 1/e$. It has been calculated with both the GO-based formula (18) and the PO model, with no numerical difference. In addition to a pure wind sea case, a mixed sea with moderate and strong swell has been considered. For a pure wind sea, the correlation time is decreased by a factor 2-3 from low to high wind speed. In case of moderate to strong swell, the value of the correlation time is quasi-independent on wind speed and is driven by the swell parameters. It ranges from 0.5 to 2.5 ms in Ka-band and from 1.5 to 6 ms in Ku band. The simplified expression (20) for the correlation time has been compared to the expression (18) and is found in excellent agreement (with at most a few percent relative difference), showing that the correlation time can be expressed in a simple and accurate manner with only the peak wave number and the significant wave height.

A study of the phase of the backscattered signal from sea surface has been conducted by Chapman et al. [25] where authors give measurements of the backscattered signal correlation time at Nadir for different microwave frequencies. Results are given for a developed sea with $u_{10} \approx 4.7$ m/s with negligible swell. Using the classical relation for fully developed wind seas, $H_s = 0.025 \times u_{10}^2$ and $k_p = 0.84^2 g/u_{10}^2$, we obtain $k_p \approx 0.31$ rad.m$^{-1}$ and $H_s \approx 55$ cm. Figure 4 compares the measurements of the decorrelation time by Chapman et al. and the estimation after formula (20) as a function of radar frequency. An excellent
agreement is obtained.

IV. WAVE INDUCED DOPPLER SHIFT

A. Different approaches to the Doppler Centroid

As it is well known, the backscattered time signal undergoes a Doppler shift due to the combined motion of the platform (airborne or spaceborne sensor) and the motion of waves at the sea surface. The dominant contribution to the Doppler centroid frequency arises from the relative velocity of the platform with respect to the ground. It can be easily estimated and removed by means of a geometrical model. Another contribution to the Doppler centroid frequency comes from the platform motion but can be accurately compensated. The residual Doppler shift, or Doppler anomaly, due to waves motion is much smaller but induces azimuthal smearing resulting in loss of resolution in the SAR image. In this section we will try to estimate its statistical properties as a function of sea state. There are several approaches to calculate the Doppler shift of waves. The most classical technique is the Frequency Domain Estimation (FDE) based on the Doppler spectrum. For this, the Fourier Transform of the temporal correlation function
is taken,

\[ D(f) = \int_{-\infty}^{+\infty} e^{-2\pi ft} C(t) dt, \]  

(21)

and the Doppler shift is defined as the mean (e.g. [7], [8]) or median ([26]) frequency with respect to the normalized distribution \( \frac{D(f)}{\int D(f) df} \). In practice, the Doppler spectrum \( D(f) \) is obtained through the variance of the periodogram of the time signal (i.e. the sample average of \( |FFT(S(t))|^2 \)). The advantage of the technique is that it gives the full shape of the Doppler spectrum and discriminate positive and negative frequency shifts \( D(-f) \neq D(f) \) in general). Note that the estimation of the Doppler shift based on the mean or median of the Doppler spectrum is meaningful only if the latter is essentially half-sided, as the negative and frequency components of the two-sided spectrum would cancel out and make the mean Doppler shift actually close to zero. The difficulty of the technique for simulation purposes is the full calculation of the temporal correlation function necessary to estimate the Doppler spectrum. To avoid this calculation, one often limits oneself to the estimation of the first two moments of the Doppler spectrum, which can be obtained with the time derivative of the signal correlation function at the origin (see e.g. [7], [8]).

Another approach is the Time-Domain Estimator (TDE), which has been found advantageous in the context of SAR systems ([26]). It consists in estimating the phase of the complex signal correlation,

\[ C(t) = |C(t)| e^{i2\pi f_c} \]  

(22)

The mean Doppler shift frequency is then simply obtained with:

\[ f_c = \frac{1}{t} \arg(C(t)) \]  

(23)

This approach (also employed in [6] in the context of analytic scattering models) has the merits of simplicity but does not provide the dispersion around the Doppler shift.

An alternative TDE can be obtained using the instantaneous random signal, \( S(t) \) instead of its correlation function. We define the instantaneous Doppler frequency shift induced by wave motion as:

\[ f(t) = -\frac{1}{2\pi} \partial_t \varphi(t) \]  

(24)
where $\varphi(t)$ is the scattering phase of the illuminated target (we note that with this convention, positive frequencies represent waves traveling to the radar). The scattering phase is related to the complex backscattered signal $S(t)$ through:

$$\varphi(t) = \arg(S(t)) = \arctan \left( \frac{\text{Im}(S(t))}{\text{Re}(S(t))} \right),$$

from which we can infer the simple expression:

$$f(t) = -\frac{1}{2\pi} \text{Im} \left[ \frac{\partial_t S(t)}{S(t)} \right],$$

We define the instantaneous Doppler shift distribution as the probability density function (pdf) associated to this last quantity.

### B. Doppler shift in the PO formalism

Using the expression (7) of the scattered field in the PO approximation we obtain:

$$f(t) = -\frac{1}{2\pi} \text{Im} \left( \frac{N_t}{D_t} \right)$$

with

$$N_t = iQ_z \int_{\mathbb{R}^2} \partial_t \eta(r, t) e^{-iQ_H \cdot r} e^{iQ_z \eta(r, t)} \, dr$$

$$D_t = \int_{\mathbb{R}^2} e^{-iQ_H \cdot r} e^{iQ_z \eta(r, t)} \, dr$$

Here a common normalization factor $2\pi \sqrt{A}$ appeared in the calculation and vanished to make these quantities independent of the illuminated area $A$. By virtue of the Central Limit Theorem, these random surface integrals follow a centered complex-normal distribution. Classical two-points calculations on Gaussian random variables lead to the following expressions for their respective co- and cross-variances:

$$\langle |N_t|^2 \rangle = -Q_z^2 \int_{\mathbb{R}^2} \left[ Q_z^2 (\partial_t \rho(r, 0))^2 + \partial_{tt} \rho(r, 0) \right]$$

$$\times e^{-iQ_H \cdot r} e^{-Q_z^2 |\rho_0 - \rho(r, 0)|} \, dr$$

$$\langle |D_t|^2 \rangle = \int_{\mathbb{R}^2} e^{-iQ_H \cdot r} e^{-Q_z^2 |\rho_0 - \rho(r, 0)|} \, dr$$

$$\langle N_t^* D_t \rangle = Q_z^2 \int_{\mathbb{R}^2} \partial_t \rho(r, 0) e^{-iQ_H \cdot r} e^{-Q_z^2 |\rho_0 - \rho(r, 0)|} \, dr$$
Note that these quantities are time-independent, with the second term equal to the NRCS in PO approximation, apart from a geometrical factor. The pdf associated to the phase derivative (27) can be obtained using recent results on the ratio of two correlated complex-Gaussian random variables ([27]). It can be expressed as a non-standardized Student’s t-distribution:

\[
p(f) = \frac{\pi}{\sqrt{2\Delta f}} \left[ 1 + \frac{1}{2} \left( \frac{f - f_c}{\Delta f} \right)^2 \right]^{-3/2},
\]

with the mean (central) Doppler shift frequency:

\[
f_c = \frac{C_i}{2\pi} \frac{\langle |N_t|^2 \rangle^{1/2}}{\langle |D_t|^2 \rangle^{1/2}}
\]

(31)

and the dispersion parameter:

\[
(\Delta f)^2 = \frac{1 - |C|^2}{8\pi^2} \frac{\langle |N_t|^2 \rangle}{\langle |D_t|^2 \rangle}
\]

(32)

It involves the complex cross-correlation of the random variables \(N_t\) and \(D_t\):

\[
C = \frac{\langle N_t^* D_t \rangle}{\sqrt{\langle |N_t|^2 \rangle \langle |D_t|^2 \rangle}}
\]

(33)

which is decomposed into real and imaginary parts, \(C = C_r + iC_i\). From this, we obtain a simple representation of the Doppler shift distribution after eq. (24) requiring only the calculation of the three surface integrals in (29) involved in the three statistical parameters (31), (32) and (33). Note that the expression (31) of the mean Doppler shift is consistent with expression (IV.12) of [7] derived from the first moment of the Doppler spectrum obtained with the FDE. Note, however, that the Doppler shift distribution (30) does not possess a finite variance, contrarily to the latter definition. Nevertheless, the non-standardized Student’s t-distribution possesses a dispersion parameter \((\Delta f)\) allowing to characterize the dispersion around its mean. We performed a numerical calculation of the mean Doppler shift due to waves motion \(f_c\) and its dispersion \((\Delta f)\) with the sea spectrum described in section II. An efficient numerical evaluation of the surface integrals in (29) has been achieved using an integration in polar coordinates together with an azimuthal Fourier expansion of the surface correlation functions and related quantities. Figures 5-7 describe the evolution of the center and width of the Doppler shift distribution as
Fig. 5: Evolution of the residual Doppler shift parameters: central frequency $f_c$ (plain) and dispersion parameter $\Delta f$ (dash-dotted) as a function of surface roughness represented with the wind speed at 10 m for an incidence angle $\theta = 5^\circ$ in the upwind direction. Red plots represent the calculation in Ka-band ($f_0=36$ GHz), black plot in Ku-band ($f_0=15$ GHz).

Fig. 6: Same as Figure 5 except that parameters are plotted as a function of the incidence angle $\theta$ for a wind speed at 10 m of 10 m.s$^{-1}$ in the upwind direction.

The mean and dispersion parameters of the residual Doppler shift have a similar behavior in the two microwave bands, except that absolute values are higher in Ka-band. In our calculations their ratio between the two bands is found to be nearly constant and about 2 for the central frequency and 2.5 for the dispersion.
V. TWO-SIDED DOPPLER SPECTRUM

Doppler spectra in the microwave regime exhibit, in general, asymmetric components in the positive and negative frequencies related to the velocities of waves traveling to and away from the radar. The
previous definition of the instantaneous frequency (27) does not allow to differentiate progressive part and regressive part of the surface which contributes separately to the two parts of the Doppler spectrum. Hence, the instantaneous Doppler shift distribution (30) is expected to be consistent with normalized Doppler spectra according to the classical definition (21) for one-sided spectra only (that is if all waves are supposed to travel in the same direction). To be able to distinguish positive and negative frequencies, we mathematically decompose the surface into a sum of progressive and regressive waves (i.e. waves traveling to or against the radar look direction):

\[ \eta(r, t) = \eta^+(r, t) + \eta^-(r, t) \]  

(34)

where \( \eta^+ \) (respectively, \( \eta^- \)) is defined by the integral (1), with a domain of integration restricted to wave vectors in the same half-plane (resp. opposite half-plane) as the radar incident wave number, that is \( K_0 \cdot k > 0 \) (resp. \( K_0 \cdot k < 0 \)). We decompose accordingly the surface auto-correlation function with:

\[ \rho(r, t) = \rho^+(r, t) + \rho^-(r, t), \]  

(35)

where, analogously, \( \rho^\pm \) is defined through the spectral integral (2) restricted to the integration domain \( \pm K_0 \cdot k > 0 \). We now assume that the Doppler spectrum is the summation of two sub-spectra obtained by assuming that only one category of waves is moving (progressive or regressive) while the other is frozen. Each sub-spectrum is proportional to the distribution \( p^\pm \) of instantaneous Doppler shifts \( f^\pm \) associated to the progressive and regressive parts of the surface:

\[ f^\pm(t) = -\frac{1}{2\pi} \partial_t \varphi^\pm(t) = -\frac{1}{2\pi} \text{Im} \left[ \frac{\partial_t S^\pm(t)}{S(t)} \right] \]  

(36)

where it is understood that the time derivation \( \partial_t S^\pm \) is taken with respect to the progressive part of the surface only (\( \eta^+ \)), the regressive part (\( \eta^- \)) being frozen, and conversely for \( \partial_t S^- \). We can therefore rewrite:

\[ D(f) = \alpha^+ p^+(f) + \alpha^- p^-(f), \]  

(37)

for some weights \( \alpha^\pm \) to be determined. The moments of order 0 and 1 of the Doppler spectrum must satisfy the following consistency relation with the NRCS (\( \sigma^0 \)) and the mean Doppler shift:
\[
\begin{align*}
\sigma^0 &= \alpha^+ + \alpha^- \\
\sigma^0 f_c &= \alpha^+ f_c^+ + \alpha^- f_c^-,
\end{align*}
\] (38)

where \( f_c, f_c^\pm \) are the mean frequencies associated to the Doppler spectrum and its sub-spectra:
\[
f_c = \int_{\mathbb{R}} f \, p(f) \, df, \quad f_c^\pm = \int_{\mathbb{R}} f \, p^\pm(f) \, df
\] (39)

By solving this last system of equations we obtain:
\[
\alpha^\pm = \pm \sigma^0 \frac{f_c - f_c^+}{f_c^+ - f_c^-}
\] (40)

The calculation of the pdf of the phase derivatives \( (p^\pm) \) in the PO formalism is very similar to the calculation developed in subsection IV-B), with the difference that the time derivation should be taken with respect to progressive or regressive waves only. The formula (28)-(33) remain similar with the only change that \( N_t \) and related quantities should be replaced by:
\[
\begin{align*}
N_t^\pm &= i Q_z \int_{\mathbb{R}^2} \partial_t \eta^\pm(r, t) e^{-i Q_H r} e^{i Q_z \eta(r, t)} \, dr \\
\langle |N_t^\pm|^2 \rangle &= -Q_z^2 \int_{\mathbb{R}^2} [Q_z^2 (\partial_t \rho^\pm(r, 0))^2 + \partial_u \rho^\pm(r, 0)] \\
&\quad \times e^{-i Q_H r} e^{-Q_z^2 |\rho_0 - \rho(r, 0)|} \, dr \\
\langle N_t^\pm D_t \rangle &= Q_z^2 \int_{\mathbb{R}^2} \partial_t \rho^\pm(r, 0) e^{-i Q_H r} e^{-Q_z^2 |\rho_0 - \rho(r, 0)|} \, dr
\end{align*}
\] (41)

Figure 8 shows an example of the two-sided Doppler spectrum in Ka band at 10 m/s wind speed for different incidence angles. At low incidence, the positive and negative Doppler spectra merged into a single, wider peak.

VI. ESTIMATION OF SURFACE PARAMETERS

A. Wind direction and Doppler shift

Recent studies with coherent radars have established a clear relationship between the centroid of the Doppler anomaly and the wind vector above the sea surface (e.g. [28], [29], [30], [31]) at moderate and
large incidence angles (> 20°). However, at low incidence, the central residual Doppler shift has a weak dynamic with respect to wind speed and is smaller than the dispersion parameter, as seen on Figure 5. This makes the Doppler anomaly, when taken at fixed angles, a bad tracer for the wind vector. Nevertheless, a clear dependence with wind direction can be seen on the azimuthal variations of the Doppler shift central frequency. The sinusoidal variation observed on Figure 7 can be well understood using GO-like developments for the central frequency (31) expressed in the PO formalism. The main advantage of this formulation is that the central frequency is expressed as a function of statistical parameters of the surface and does not depend on the chosen wave spectrum. The expression of the central frequency is the same as the complex azimuthal modulation function of the GO formalism (16) and is expressed, in term of central frequency:

\[ f_c = -\frac{K_0 \sin \theta}{\pi \Sigma^2} \left[ \left( s_{yy}^2 s_{xt}^2 - s_{xy}^2 s_{yt}^2 \right) \cos \phi \right. \]

\[ + \left. \left( s_{xx}^2 s_{yt}^2 - s_{xy}^2 s_{xt}^2 \right) \sin \phi \right] \]

which can be rewritten as:

\[ f_c = -F_c \cos(\phi - \phi_w) \]
where

\[ F_c = \frac{K_0 \sin \theta}{\pi \Sigma^2} \sqrt{(s_{yy}^2 s_{xt}^2 - s_{xy}^2 s_{yt}^2)^2 + (s_{xx}^2 s_{yt}^2 - s_{xy}^2 s_{xt}^2)^2} \]  

is the maximum central frequency, and

\[ \tan(\phi_w) = \frac{s_{xx}^2 s_{yt}^2 - s_{xy}^2 s_{xt}^2}{s_{yy}^2 s_{xt}^2 - s_{xy}^2 s_{yt}^2} \]  

is the wind direction. The approximate formulas (42)-(45) based on GO-like expansion therefore explains the observed sinusoidal variation with the azimuthal angle observed in the PO formalism. However, they are not accurate enough to reproduce the full dependency on the incidence angle. For example, it can be seen on Figure 6 shows that the evolution with the incidence angle is not merely sinusoidal as suggested by (44), even though it is a good approximation at the lowest angles. An interesting consequence of the sinusoidal variation in azimuth for the central frequency is that a robust joint estimator of both the wind direction (\( \phi_w \)) and the maximum central frequency (\( F_c \)) can be built from any azimuthal sampling of the instantaneous residual Doppler shift at a fixed incidence angle. This could be achieved for example using a maximum likelihood estimator, as was done in [32] in the context of NRCS azimuthal airborne data with a strong level of noise. However, the construction and evaluation of this estimator goes beyond the scope of this paper and is left for further research.

**B. Influence of a constant surface drift**

In the last decade, it has been demonstrated with spaceborne [5] and airborne [30] data that the Doppler shift of the radar echo carries a clear signature of the surface current once corrected from the wind-wave induced Doppler anomaly. These results are, however, limited to medium incidences and strong currents and we will address here the issue of low incidence and small currents. The additional Doppler frequency shift induced by a surface drift of norm \( U \) oriented in the horizontal plane with an azimuth angle \( \phi_U \) with respect to the x-axis (Figure 2) is of the form:

\[ f_{drift} = -\frac{2}{\lambda_0} U \sin \theta \cos(\phi - \phi_U) = -F_U \cos(\phi - \phi_U) \]  

(46)
The resulting total Doppler shift is given by:

\[ F = -F_c \cos(\phi - \phi_w) - F_U \cos(\phi - \phi_U) = -F_m \cos(\phi - \Phi) \]  (47)

where \( F_m \) and \( \Phi \) are combination of the Doppler shift parameters associated to waves motion and surface drift. Hence, these parameters cannot be separated in the estimation and only a global estimation of \( F_m \) and \( \Phi \) can be done. Furthermore, even in the most favorable case where the surface drift is oriented in the direction of the azimuthal look of the radar (\( \phi_U = \pm \phi \)) and in the wind direction (radar looks up or downwind), we find \( F_U/F_c \simeq 0.4 \text{s.m}^{-1} U \) in Ka band and \( \simeq 0.3 \text{s.m}^{-1} U \) in Ku band at 10 m.s\(^{-1}\) wind speed, regardless of the incidence angle. Hence, given the level of dispersion of the residual Doppler shift, the relative variation induced by the surface drift seems too small (4% for \( U=10 \text{ cm.s}^{-1} \)) to allow for an estimation of the latter in case of moderate small-scale surface currents.

C. Potential applications to forthcoming spaceborne missions

This study was primarily motivated by the need to estimate the loss of resolution and ground cells shifts induced by wave motion for the SWOT Ka interferometer (Karin, [33]). In its Low Resolution mode over the ocean surface, the nominal resolution is expected to be 1 km\(^2\) after averaging of the 250 m on-board unfocused SAR resolution at a PRF of 4420 Hz with 2 ms integration time. Our analysis has shown that with such a value the integration time remains larger than the correlation time which has been found of the order of 1 ms so that the multi-look averaging process is efficient in processing independent samples.

However, the wave induced Doppler shifts are not negligible and have to be considered in the algorithms used to estimate ocean surface parameters from on-board radar altimeter signals. Indeed, if we consider the configuration of SWOT mission and for example, an incidence angle of 3° in the upwind direction for a wind speed of 10 m.s\(^{-1}\) at 10 m, the mean Doppler shift is of 40 Hz (see Figure 6). This Doppler shift, if not corrected for, induces a shift of the ground cells location of about 20 m (using a simple relationship between Doppler frequency and ground location) which may be not negligible for the ocean height estimation.
In the case of crosswind direction, the mean Doppler shift was found to be zero. Nevertheless, for all wind conditions, the dispersion of the Doppler shift is always not null and for a wind speed of $10 \text{ m.s}^{-1}$ the ground cells location shift can reach 50 m whatever the wind direction and the incidence angle.

It should be noted that the above conclusions have considered the mean Doppler shift and its dispersion value and they should be moderated at least for the cases of null mean Doppler shifts. Indeed, in that case, we can consider that the dispersion value of the shift is a possible value that does not occur systematically and that the shift in the ground cells location is random. We can anticipate that the impact of this random shift on the ground cells location is an additional noise on the range and hence the ocean height estimate. We recommend that further assessment of the impact of the above findings on the present algorithms being designed for SWOT mission be performed.

In the case of nadir Doppler altimetry in Ku band as for CryoSat-2, Sentinel-3 and Jason-6, the incidence angle is zero and the mean value of the Doppler shift is always zero. However, the dispersion value of the Doppler shift is, again, not null as for the SWOT mission case. For the case of Ku band, the dispersion term is of about 40 Hz inducing a possible ground cell shift of approximately 50 m. This may be again not negligible and could increase the ocean height estimation noise. This should be analyzed carefully in the future.

Another conclusion of the present study is that the instantaneous residual Doppler shift distribution at low incidence can be used as a proxy of wind speed through its dispersion parameter rather than its centroid frequency, while the wind direction can be in principle estimated from its azimuthal variations. While this is certainly not the optimal way to estimate the wind vector, as compared to conventional scatterometers, this information could be used in complement to another sensor. For example, this supports the concept of azimuthally scanning radars in the range 0-15 degree of incidence, such as the SWIM instrument of the CFOSAT mission [34], which has been primarily devised for wave spectra estimation but could also be used in an upgraded coherent version for simultaneous wind estimation. Another interesting potential application is the estimation of the wind vector in extreme weather conditions. We did not push the model
to very high wind speed, at which the spectral surface models as well as the PO/GO scattering models become questionable. However, it is known that the altimeter cross-section remains sensitive to wind speed even by strong sea states. If the observed trends remain true at higher wind speed, the Doppler-based wind estimation at low incidence could be a valuable tool for wind vector estimation in high wind conditions. As to the surface current, its component along the radar direction at low incidence is too weak to be estimated from a Doppler shift. However, even at large incidence where its effect is larger, the contribution of surface current to the Doppler shift is drowned in the Doppler anomaly induced by wave motion, which is the dominant contribution. Hence, the elimination of this Doppler anomaly is a first necessary step in view of any estimation of the surface current. For this, it might be interesting to combine multiple sensors at low and high incidences to better characterize the long waves and their Doppler anomaly.

VII. CONCLUSIONS

We have investigated the decorrelation time and the instantaneous residual Doppler shift distribution of the sea surface backscattered signal in the framework of the Physical and Geometrical Optics at low incidence. A simple expression has been found for the decorrelation time as a function of the main sea state parameters (peak wave number and significant wave height), in excellent agreement with the rare data available in the literature. For SWOT mission, the decorrelation time is consistent with the multi-look averaging process. In the framework of the Physical Optics, we have proposed a time-domain estimator for the instantaneous residual Doppler shift distribution due to waves motion resulting in a simple analytic expression in terms of a non-standardized Student’s t-distribution and the statistical parameters of the surface. The limitation of the time-domain estimator, namely the inability to separate positive and negative Doppler shifts, is overcome to produce a full two-sided Doppler spectrum. The evolution of the mean and dispersion of the Doppler shift has been investigated with respect to sea states and scattering angles. The mean Doppler shift has a weak sensitivity to wind speed but its dispersion increases dramatically with the latter, suggesting that the width of the Doppler shift distribution is a better proxy that its mean value
for wind speed estimation at low incidence. The situation is opposite when it comes to the influence of the scattering geometry as the mean Doppler frequency depends mainly on the scattering angles whereas the dispersion parameter depends mainly on surface roughness. We have further shown that the mean Doppler frequency follows a sinusoidal variation in azimuth with respect to the wind direction, which could be used to devise a robust estimator of its direction. The influence of additional surface currents has been evaluated and found too weak to allow for systematic measurement, which is consistent with the recent results in [30]. Finally, it has been recommended that the derived distribution of Doppler shift be further considered in SWOT mission to further assess the impact on the estimated parameters and possibly improve the algorithms accordingly.
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